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Abstract

We address the problem of aligning two reconstructions
of lines and cameras in projective, affine, metric or Eu-
clidean space. We propose several 3D and image-related
linear algorithms. The result can be used to initialize the
non-linear minimization of several proposed error func-
tions, as well as the maximum likelihood estimator that we
derive. We evaluate and compare our algorithms to existing
ones using simulated and real data.

1. Introduction
The problem of aligning two sets of 3D lines is consid-

ered. Lines are used in many areas of computer vision, e.g.
in structure and motion estimation [12]. Suppose we are
given two sets of images of the same scene. Each of these
two sets gives rise to a 3D reconstruction of cameras and
lines, expressed in its own basis of 3D space. Assuming
that some of the reconstructed lines are shared between the
two sets, it is possible to compute the transformation of 3D
space that encapsulates the motion between the two recon-
structions, as illustrated in Figure 1. Using this transforma-
tion, the two reconstructions can be expressed in the same
3D basis.

Our goals are to determine under which conditions one
can compute the aligning transformation and to give algo-
rithms for its estimation. These goals are sought for re-
constructions expressed in projective, affine, metric and Eu-
clidean spaces, i.e. when different levels of camera calibra-
tion and different camera models are considered.

While motion estimation from point correspondences
has been well-studied [4, 11], its determination from line
correspondences is still a challenging research area. There
are three intrinsic difficulties to motion estimation from 3D
line correspondences, which hold regardless the space con-
sidered. First, there is no global linear and minimal pa-
rameterization for using four global parameters. Second,
there is no universally agreed error metric for comparing
lines. Third, depending on the representation, it may be
non-trivial to transfer a line between two different bases.

This paper has the following contributions. First, §4,

first image set second image set

first reconstruction second reconstruction

motion

Figure 1. The problem addressed in this paper is
the alignment of two reconstructions of cameras and
lines.

we analyse the minimal cases, i.e. we determine, in each
space considered, how many 3D line correspondences are
necessary for motion estimation. Second, §5, we propose
linear estimators which are capable of handling these mini-
mal cases. It is also shown how point and line features can
be directly incorporated. Third, §6, we propose non-linear
estimators based on physically meaningful error functions.
In particular, we derive the maximum likelihood estimator.
Fourth, §7, we assess and compare our algorithms to ex-
isting ones, using simulated and real data. The following
two sections give respectively some preliminaries and our
notations and review the existing solutions.

2. Preliminaries and Notation
We make no formal distinction between coordinate vec-

tors and physical entities. Equality up to a non-null scale
factor is denoted by ∼, transposition and transposed inverse
by T and −T. Vectors are typeset using bold fonts (L, l),
matrices using sans-serif fonts (S, A, R) and scalars in ital-
ics. Everything is represented in homogeneous coordinates.
Bars represent inhomogeneous leading parts of vectors or
matrices, e.g. MT ∼ (M̄T | m

)
. We use ‖v‖ to designate

the L2-norm of vector v. The identity matrix is denoted I.



Scene settings. We consider two sets of reconstructed
cameras and 3D lines. A different basis is attached to each
of these two sets. Entities relative to the second set are fol-
lowed by a prime. The first set contains n cameras, denoted
by Pi, i ∈ {1, . . . , n}. The second set contains n′ cam-
eras, denoted by P′

i′ , i′ ∈ {1, . . . , n′}. We assume that m
line correspondences are given between the two reconstruc-
tions. Their Plücker coordinates (see below) are denoted by
Lj ↔ L′

j , j ∈ {1, . . . , m}.

Usual motion representation. A change of basis in pro-
jective, affine, metric and Euclidean spaces is conveniently
represented by homogeneous (4× 4) matrices, see e.g. [10,
p.59]. The forms of these matrices are summarized in Ta-
ble 1. In the general case, we use a (4 × 4) generic motion
matrix, denoted by T.

projective affine metric Euclidean

homography affinity similarity rigidity
H, 15 dof A, 12 dof S, 7 dof D, 6 dof(

H̄ h1

hT
2 h

) (
Ā t

0T
(3) 1

) (
sR t
0T
(3) 1

) (
R t

0T
(3) 1

)
Table 1. Transformations in different spaces and their
usual representations. Note that R denotes a 3D rota-
tion.

Plücker line coordinates. Given two 3D points MT ∼(
M̄T | m

)
and NT ∼ (N̄T | n

)
, one can form the Plücker

coordinates of the line joining them as an homogeneous 6-
vector LT ∼ (

aT | bT
)

defined by a = M̄ × N̄ and b =
mN̄ − nM̄, see e.g. [10, p.53]. Note that other choices of
constructing 6-vectors of Plücker coordinates are possible.
Every choice goes with a bilinear constraint that 6-vectors
have to satisfy in order to represent valid line coordinates.
For our definition, the constraint is aTb = 0.

Perspective projection matrix for Plücker line coordi-
nates. Given a standard (3×4) perspective projection ma-
trix P ∼ (P̄ | p), a (3 × 6) matrix projecting Plücker line
coordinates [1, 6] is given by:

P̃ ∼ (det(P̄)P̄−T | [p]×P̄). (1)

The 3D line motion matrices. Given a usual (4× 4) mo-

tion matrix T ∼
(

T̄ t1
tT
2 t

)
, a (6 × 6) matrix called the 3D

line motion matrix [1] is given by:

T̃ ∼
(

det(T̄)T̄−T [t1]×T̄
−T̄[t2]× tT̄ − t1tT

2

)
. (2)

Corresponding lines L ↔ L′ represented by Plücker line
coordinates are related by L′ ∼ T̃L.

3. Previous Work
In [1], methods for homography estimation based on the

3D line homography matrix H̃ are proposed. The first one,
“3DLMM LIN 3D”, is based on a linear minimization of an
algebraic distance between each L′ and the corresponding
H̃L, over the 36 entries of H̃. The recovered H̃ does not
therefore satisfy Equation (2) and subsequently it needs to
be adjusted to represent a valid motion. One of the problems
with this method is that, since 36 unknowns are involved, 7
line correspondences are necessary, which is more than the
minimum 5 (see §4). The other linear methods given in [1]
all require a minimum of 7 line correspondences.

Several non-linear methods are proposed in [1]. The
most reliable one, “3DLMM NLIN 2D”, consists in mini-
mizing the discrepancy between the reprojection of each
H̃L in the second set of images and the corresponding im-
age points defining the line.

Methods 3DLMM LIN 3D and 3DLMM NLIN 2D are
compared to ours in §7.

4. Minimal Cases
We analyse minimal cases for motion estimation from

3D line correspondences, i.e. we seek the minimum num-
ber of line correspondences giving enough constraints to
estimate the motion.

Since each line correspondence provides four con-
straints, it is necessary to have at least four lines to constrain
the 15 degrees of freedom in a homography. However, that
is not enough, an additional line is needed. This result is
explained by the existence of a one-dimensional family of
isotropies, mapping any group of four 3D lines onto itself
[3, 5, 9]. This family of isotropies does not exist in the
affine, metric and Euclidean spaces. Therefore, the mini-
mal number of lines is straightforward to establish in these
cases. They are summarized in Table 2.

projective affine metric Euclidean

5 3 2 2

Table 2. Minimal cases for motion estimation from
3D line correspondences.

5. Linear Estimators
5.1. Deriving 3D Constraints

We show how to derive linear constraints on the generic
motion matrix T. Consider one line correspondence L ↔
L′. The idea is to use a different representation for L and
for L′. In particular, we know that the usual motion rep-
resentation is well-suited to the transfer of points or planes
between bases. This suggests to represent L by a set of



points Qk ∈ L. The corresponding points Q ′
k in the second

basis can be written as a linear function (in homogeneous
coordinates) of the motion matrix: Q ′

k ∼ TQk. Since L
and L′ are corresponding, it follows Q ′

k ∈ L′.
The goal is now to express these constraints by equations

linear in the entries of T. For that purpose, let π ′
l � L′ be

a set of planes. We have Q′
k ∈ π′

l, which is algebraically
expressed by:

(TQk)Tπ′
l = 0, (3)

which is linear in the entries of T. When r points Qk ∈ L
and s planes π′

l � L′ are considered, we obtain a set of rs
equations. Note that, as said in §4, at most 4 of them are
independent.

Choosing the Qk and the π′
l. To use the constraint in

(3), one needs to provide the points Qk ∈ L and the planes
π′

l � L′. For example, the span representation of L pro-
vides two points, and similarly, the nullspace representation
of L′ provides two planes. It is clear that the more the Qk

are widely spread in the scene space, and the more the π ′
l

are well-distributed around the lines, the more stable the
estimation will be. A possible choice is to use as Qk the
reconstructed image points, and as π ′

l the viewing planes.

Using other features. Other feature correspondences,
namely point and plane correspondences provide con-
straints on the motion. These constraints can be expressed
as linear equations on the entries of the generic motion ma-
trix T [4], and mixed with the above-derived constraints.

5.2. Deriving Image-Related Constraints

Following the previous derivation, we define a set of
points Qk ∈ L, and their correspondences Q ′

k ∼ TQk in
the second basis. A similar goal as previously is sought: we
want to express the constraints Q′

k ∈ L′ with equations lin-
ear in the entries of T. The difference is that we want these
constraints to be image-based. For that purpose, we con-
sider the second set of cameras P′

i′ . Since perspective pro-
jection preserves incidence relations, we have P ′

i′Q
′
k ∈ l′i′ ,

where l′i′ is the image of L′ into camera P′
i′ . This is alge-

braically expressed by:

l′i′
T
P′

i′TQk = 0, (4)

which is linear in the entries of T. When r points Qk ∈ L
and n′ images are considered, we obtain a set of rn ′ equa-
tions. The constraints (4) can be written as a linear system
for the entries of the generic motion matrix T.

5.3. Homography Estimation

We show how an homography can be estimated based on
the 3D or the image-related constraints previously derived.

5.3.1 Using 3D Constraints
One can replace the generic motion T in Equation (3) by a
homography matrix H. Each line correspondence provides
rs equations (r is the number of points Qk ∈ L and s is the
number of planes π ′

l � L′ considered). For m line corre-
spondences, we derive the linear system Γ(mrs×16) ·h(16) =
0(mrs), where:

Γ ∼
⎛⎝ · · ·

π′
l1Q

T
k π′

l2Q
T
k π′

l3Q
T
k π′

l4Q
T
k

· · ·

⎞⎠ , (5)

and h is the row-wise vectorization of H, i.e. hT ∼
(hT

1 | hT
2 | hT

3 | hT
4 ). In practice, due to noise in measure-

ments, the rank of matrix Γ is 16. We minimize the error
function ‖Γh‖2. The entries of matrix H are defined up to
a free scale factor. We fix this free scale by adding the con-
straint ‖h‖2 = 1. The solution for h is given by the singular
vector associated to the smallest singular value of Γ [8].

Error analysis. Minimizing an error in projective space is
not meaningful. The error measured is therefore purely al-
gebraic. The previously described method consists of mini-
mizing:

‖Γh‖2 = · · · + ‖(HQk)Tπ′
l‖2 + · · · .

This error metric depends on the free scales of points Qk

and planes π′
l.

5.3.2 Using Image-Related Constraints
We replace the generic motion matrix T in Equation (4) by
H. Each line correspondence provides rn ′ equations, where
r is the number of points Qk and n′ the number of images.
When m line correspondences are considered, we derive the
linear system γ(mrn′×16) · h(16) = 0(mrn′), where:

γ ∼
( ···

l′
i′

Tp′
i′ 1Q

T
k l′

i′
Tp′

i′ 2Q
T
k l′

i′
Tp′

i′ 3Q
T
k l′

i′
Tp′

i′ 4Q
T
k···

)
.

(6)
As in the 3D case the rank of A is 16 and we minimize the
error function ‖γh‖2 under the constraint ‖h‖2 = 1. The
solution is the singular vector of matrix γ associated to its
smallest singular value.

Error analysis. By mimicking the reasoning of the 3D
case, it follows that the error function minimized is

‖γh‖2 = · · · + ‖l′i′TP′
i′HQk‖2 + · · · .

Define the algebraic 2D point-to-line distance:

d2
a(q, l) = (qTl)2. (7)

The error function is equivalent to:

j=m∑
j=1

k=r∑
k=1

i′=n′∑
i′=1

d2
a(P′

i′HQkj , l′i′j), (8)



where Qkj ∈ Lj and l′i′j is the image of L′
j on camera

P′
i′ . This error function is not physically meaningful since

the algebraic distance is biased compared to the Euclidean
distance. In particular, it depends upon the homogeneous
scale of its arguments.

5.4. Affinity Estimation

We show how to estimate an affinity based on the 3D
or image-related constraints previously derived. Contrarily
to the homography estimation the use of 3D constraints is
physically meaningful.

5.4.1 Using 3D Constraints
Let A be an affinity matrix as defined in Table 1. We re-
place the generic motion matrix T by A into Equation (3).
Provided that the Qk are normalized such that Qk

4 = 1, we
simplify the fourth term of the equation as π ′

l4Q
T
ka4 = π′

l4.
This leads to:

π′
l1Q

T
ka1 + π′

l2Q
T
ka2 + π′

l3Q
T
ka3 = −π′

l4.

Each line correspondence provides rs equations. Given
m line correspondences, we form the linear system
Φ(mrs×12) · a(12) = ∆(mrs), where:

Φ =
( ···

π′
l1Q

T
k π′

l2Q
T
k π′

l3Q
T
k···

)
and ∆ =

( ...
−π′

l4...

)
The 12-vector a is the row-wise vectorization of the 3 lead-
ing rows of A, i.e. aT ∼ (aT

1 | aT
2 | aT

3 ). In practice, due
to noise in measurements, the solution is not exact. We
compute the least squares solution minimizing ‖Φa−∆‖2,
through the pseudo-inverse of Φ.

Error analysis. As we did for the projective case, we de-
rive the error measure associated to the above-described al-
gorithm, as follows:

‖Φa− ∆‖2 = · · · + ‖(AQk)T
π′

l‖2 + · · · .

This expression is similar to that obtained for the estima-
tion of an homography. However, provided that some nor-
malization constraints are satisfied by the data, this error
function is physically meaningful. Indeed, each term can be
interpreted as the squared orthogonal (Euclidean) point-to-
plane distance. The normalization constraints are Qk

4 = 1,
as already required above, and π ′

l
2
1 + π′

l
2
2 + π′

l
2
3 = 1.

5.4.2 Using Image-Related Constraints
We replace the generic motion matrix T in Equation (4)
by A. Similarly to the 3D case, we assume Qk

4 = 1,
which allows to simplify the fourth term of the equation as
l′i′

Tp′
i′4Q

T
ka4 = l′i′

Tp′
i′4. This leads to:

l′i′
Tp′

i′1Q
T
ka1+l′i′

Tp′
i′2Q

T
ka2+l′i′

Tp′
i′3Q

T
ka3 = −l′i′

Tp′
i′4.

Each line correspondence provides rn ′ equations. Given
m line correspondences, we form the linear system
φ(mrn′×12) · a(12) = δ(mrn′), where:

φ =

⎛⎝ · · ·
l′i′

Tp′
i′1Q

T
k l′i′

Tp′
i′2Q

T
k l′i′

Tp′
i′3Q

T
k

· · ·

⎞⎠ (9)

and δ =

⎛⎝ · · ·
−l′i′

Tp′
i′4· · ·

⎞⎠ .

As in the 3D case, due to noise, the solution is not exact.
We minimize the error function ‖φa − δ‖2. The solution is
obtained using the pseudo inverse of matrix φ.

Error analysis. We follow the same reasoning as for the
estimation of an homography based on the image-related
constraints, see §5.3.2. We obtain the same result, i.e. the
error function is given by Equation (8). This is a sum of
squared algebraic distances between reprojected points and
measured images lines. Contrarily to the 3D case, the er-
ror function is not physically meaningful, for the reasons
explained in §5.3.2.

5.5. Similarity and Rigidity Estimation

This case is different from the previously-studied affin-
ity and homography cases, in that the motion that will be
recovered includes a rotation matrix, see matrices S and D
in Table 1. Hence, non-linear constraints must hold, namely
the orthonormality of the rotation matrix. Such constraints
are not trivial to handle.

5.5.1 Solution For m ≥ 3 Line Correspondences
One possibility is to compute an affinity using one of the
previously given methods. The leading (3× 3) block Ā can
then be corrected to be a rotation matrix (up to scale in the
similarity case), as follows. Let Ā = Udiag(σ1, σ2, σ3)VT

be a singular value decomposition of Ā. The scale factor is
given by s = (σ1 + σ2 + σ3)/3. The rotation is given by
R = UVT. This correction guarantees that sR is the closest
scaled rotation matrix to Ā, in the sense of the Frobenius
norm.

Note that three line correspondences are necessary to
compute the affinity, one more than the minimum number
in the similarity and rigidity cases (see Table 2).

5.5.2 Solution For m ≥ 2 Line Correspondences
The idea is to use the direction of lines to compute the ro-
tational part of the transformation. We consider the 3D line
similarity matrix S̃ relating the Plücker coordinates of cor-
responding lines by:

λjL′
j = S̃Lj , (10)



where λj is a non-zero scale factor and S̃ ∼
(

sR [t]×R
0(3×3) R

)
.

By expanding Equation (10), we obtain:

λja′
j = sRaj + [t]×Rbj (11)

λjb′
j = Rbj. (12)

Computing R and the λj . We compute the rotation by
using only the directional part of the lines, contained in
the bottom 3-vector of the Plücker coordinates. The corre-
sponding Equation (12) shows that indeed, the transforma-
tion from bj to b′

j is not affected by the scale and the trans-
lation. By taking the norm of each side of Equation (12),
we obtain ‖λjb′

j‖ = ‖Rbj‖, which allows to compute the
magnitude of the λj as |λj | = ‖bj‖/‖b′

j‖. Note that ‖bj‖
(or equivalently ‖b′

j‖) is zero if and only if the correspond-
ing line lies on the plane at infinity. Since only the magni-
tude of λj is determined, Lj and L′

j need to be normalized
so that all the direction vectors bj and b′

j lie on the same
side of the unit sphere. To compute the rotation, we wish to
minimize:

j=m∑
j=1

d2(b′
j , Rbj), (13)

where d is the Euclidean distance. In [11], the author
demonstrates that the solution to this problem is given by
the closest orthonormal matrix to M(3×3) =

∑j=m
j=1 b′

jb
T
j .

Let M = UΣVT be a singular value decomposition of ma-
trix M, then R = UVT gives the required solution.

Computing t and s. Consider Equation (11). It can be
transformed into the linear system E(3m×4) · f(4) = g(3m),
where:

E =

⎛⎝ . . .
Raj [Rbj ]T×

. . .

⎞⎠ , f =
(

s
t

)
and g =

⎛⎝ . . .
λja′

j

. . .

⎞⎠ .

We compute the solution that minimizes ‖Ef −g‖2 through
the pseudo-inverse of matrix E.

Error analysis. The error functions considered in the two
parts of this algorithm are not meaningful since 3D lines are
used directly (as said in the introduction, there does not ex-
ist a physically meaningful metric between 3D lines in the
general case). For example, in the first part of the algorithm,
we minimize the error function (13), which is not physically
meaningful in the sense that line directions, i.e. points ly-
ing at infinity, are compared. This method is useful in the
minimal case, i.e. when two line correspondences only are
avaible. It can used e.g. to bootstrap a random sampling-
based robust estimator such as RANSAC [7]. The method
also has the advantage that the orthogonality constraints are
enforced directly and not afterwards. However, when three
line correspondences or more are available, the experimen-
tal results indicate that the method of §5.5.1 is superior.

6. Non-Linear Estimators
Most of the above-proposed linear estimators are not

based on physically meaningful error functions. For that
reason, we propose several physically meaningful error
functions.

6.1. Distances in One Set of Images

The error function (8) is based on an algebraic 2D point-
to-line distance. We replace the algebraic distance by the
orthonormal (Euclidean) point-to-line distance defined by

d2
⊥(q, l) = (qTl)2

q2
3(l21+l22)

. This yields the following error func-
tion:

j=m∑
j=1

k=r∑
k=1

i′=n′∑
i′=1

d2
⊥(P′

i′TQkj , l′i′j). (14)

We propose two effective methods to minimize it.

6.1.1 Levenberg-Marquardt Optimization
The error function (14) is a non-linear least squares func-
tion. We use a Newton-type algorithm, namely Levenberg-
Marquardt, see e.g. [8] to minimize it over the motion pa-
rameters.

6.1.2 Quasi-Linear Optimization
Consider the error functions (8) and (14). The former can
be minimized linearly, while the latter needs non-linear op-
timization. They are respectively based on the algebraic dis-
tance da and the Euclidean distance d⊥, that can be related
by w2d2

⊥(q, l) = d2
a(q, l), where the weight factor w is

given by w2 = q2
3(l21 + l22). Since the lines considered in

Equations (8,14) are a priori known, they can be normalized
such that l21 + l22 = 1. We obtain therefore:

w2
i′kj = p′

i′
T
3 TQkj , (15)

where p′
i′

T
3 is the third row of matrix P′

i′ . Such weight fac-
tors encapsulate the bias of the linear versus the non-linear
method. The fact that they depend upon the unknown mo-
tion matrix T suggests the following iterative scheme:

1. Initialization: set wi′kj = 1, ∀i′∀k∀j, and form the
linear system γ from Equation (6) for the projective
case or λ, δ from Equation (9) for the other cases.

2. Estimation: estimate the motion matrix by solving
the linear system, using the appropriate method (see
§§5.3.2 and 5.4.2 for the projective and the other cases
respectively). If necessary (i.e. in the metric and Eu-
clidean cases), correct the recovered matrix to enforce
the orthonormality constraints (see §5.5.1).

3. Bias-correction: use the computed motion to estimate
the weights wi′jk from Equation (15) and reweight the
linear system considered.



4. Iteration: iterate steps 2 and 3 until convergence (see
main text).

Convergence is determined by thresholding the difference
between two consecutive errors. It is reached in typically 3
to 5 iterations.

6.2. Distances in Both Sets of Images

The error function in (14) is not symmetric in that the
two sets of images do not play the same role. We propose a
similar error function, but expressed in a symmetric manner,
as follows:

j=m∑
j=1

k=r∑
k=1

⎛⎜⎝i′=n′∑
i′=1

d
2
⊥(P′

i′ TQkj, l
′
i′j

) +
i=n∑
i=1

d
2
⊥(PiT

−1
Q

′
kj, lij)

⎞⎟⎠ , (16)

where the Pi, i ∈ {1, . . . , n} are the projection matrices
related to the first set of cameras, points Q′

kj ∈ L′
j and lij

is the image of Lj in camera Pi.
We propose to minimize this non-linear least-squares er-

ror function as in the previous case, using the Levenberg-
Marquardt algorithm.

6.3. Maximum Likelihood Estimation

We derive the error function corresponding to the max-
imum likelihood estimator. Contrarily to previously given
methods, the optimization must be conducted over both the
motion parameters and corrected line positions, that per-
fectly match through the recovered motion.

To derive the maximum likelihood estimator, we make
the following assumptions. First, we assume that each mea-
sured image line, lij in the first set of images or l′i′j in the
second set, has been obtained as the best fit to a set of two
or more points. This is the case when the user specifies the
end-points of the line, or when the line is automatically de-
tected, as in e.g. [2]. In [10, p.393], it is shown that the best
fit to a set of multiple points can be brought back to the two
point case. Without loss of generality, we denote xij and
yij the two points defining lij . A similar notation holds for
the points corresponding to l ′i′j .

Second, we assume that the position of these points is
corrupted from their underlying true position by an additive
Gaussian noise. We assume that this noise is i.i.d. (identi-
cally and independently distributed).

Under these assumptions, the maximum likelihood error
function is obtained as follows. Let L̂j be the corrected
lines, expressed in the first basis. These lines are repro-
jected into the first and the second set of images. The sum
of squared orthogonal distances between these reprojected
lines and the corresponding image points is minimized, both
over corrected line positions and the motion parameters.
More formally, the optimization problem to be solved is:

min
T,L̂1,...,L̂m

j=m∑
j=1

(
i=n∑
i=1

(
d2
⊥(xij , P̃iL̂j) + d2

⊥(yij , P̃iL̂j)
)

+

i′=n′∑
i′=1

(
d2
⊥(x′

i′j , P̃
′
i′ T̃L̂j) + d2

⊥(yi′j , P̃
′
i′ T̃L̂j)

)⎞⎠ . (17)

In this equation, notations P̃i and P̃′
i′ designate the perspec-

tive projection matrices for Plücker line coordinates, see
Equation (1), associated to Pi and P′

i′ respectively. Nota-
tion T̃ is the 3D line motion matrix associated to T, see
Equation (2).

Non-linear optimization over 3D lines is not trivial. We
optimize two image lines representing each 3D line, as sug-
gested in [10, p.386]. The Levenberg-Marquardt algorithm
is used to conduct the optimization.

7. Experimental Results
7.1. Simulated Data

Our experimental setup consists of two sets of n = n ′ =
5 cameras observing 3D lines randomly chosen inside a
sphere. To simulate realistic images, we fix the focal length
of the cameras to 1000 (expressed in number of pixels).
Note that this information is not used in the rest of the exper-
iments. The end-points of all lines are projeted in all views,
where their positions are corrupted by an additive Gaussian
noise. The camera matrices are set in the coordinate frame
defined by the first camera of each set. The lines of each set
of cameras are independently reconstructed by minimizing
their reprojection error. As said previously, camera calibra-
tion is not used. The reconstructions are therefore expressed
in projective space. We vary separately the parameters of
this setup to assess and compare the quality of the proposed
estimators to existing ones on various scene configurations.

We briefly describe the 10 compared methods.
Method PTS LIN 3D and PTS NLIN 2D SYM, [4] are

based on point correspondences. The former consists in
a linear estimation of the motion parameters, based on a
3D algebraic error between points transferred from the first
basis to the second one. The latter consists in a non-
linear minimization of the discrepancy between reprojected
points, transferred between bases and reprojected onto the
original images.

Methods 3DLMM LIN 3D and 3DLMM NLIN 2D based
on the 3D line motion matrix are described in §3.

For methods LIN 3D, LIN 2D, NLIN 2D, QLIN 2D,
NLIN 2D SYM and MLE, the reader is referred to, respec-
tively, §§5.3.1, 5.3.2, 6.1.1, 6.1.2, 6.2 and 6.3.

Non-linear estimators are initialized with the result
given by LIN 2D. Note that image point and line coordi-
nates are standardized, such that the image corners lie at
(±1,±1, 1)T.

We assess the quality of an estimated motion by measur-
ing its estimation error, as described in [10, p.117]. The
idea is to correct the reconstructed lines so that they per-
fectly satisfy the recovered motion. The reprojection er-
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Figure 2. Estimation error for different methods when
varying the variance of added noise on image points.

ror, see Equation (17), as minimized by the maximum like-
lihood estimator, gives the estimation error. This quality
measure reflects how much the error in the data has been
reduced by estimating the underlying motion parameters.
The framework of [10, p.117] provides the associated theo-
retical lower bound.

The first experiment is based on varying the variance of
added noise on image point position, from 0 to 2 pixels.
Note that a 2 pixel error is more than should occur with a
careful positionning of lines on real images, in particular
when lines are fitted to several points. The number of line
correspondences used in this experiment is m = 50. We
observe in Figure 2 that the estimation error degrades grace-
fully as the added noise level on the image points increases.
This is true for all tested methods.

The second experiment is based on changing the number
m of simulated lines, from 5 to 105. Note that, as stated in
§4, 5 is the minimum number of line correspondences for
projective motion estimation. On the other hand, 20-100 is
a number of lines that one might expect to observe in real
images, depending on the scene considered. We observe in
Figure 3 that most methods do not reduce the estimation er-
ror beyond a number of 50 line correspondences. This is
not true for methods based on a 3D error function, which
seem to stabilize their results only beyond 90 line corre-
spondences.

The following remarks hold for both experiments.

• LIN 3D, 3DLMM LIN 3D and PTS LIN 3D are
highly sensitive to noise and should not be used.

• LIN 2D provides results reliable enough to initialize
subsequent non-linear estimators. It is simple to im-
plement and runs with minimal and redundent data. It
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Figure 3. Estimation error for different methods when
varying the number of simulated line correspon-
dences.

is therefore well-suited to bootstrap random sampling-
based estimators, such as RANSAC [7].

• QLIN 2D, NLIN 2D and 3DLMM NLIN 2D, give
very similar results. Note that method QLIN 2D is
implemented as a reweighting loop over LIN 2D.

• PTS NLIN 2D SYM, NLIN 2D SYM and MLE give
slightly different results. When computational cost is
relevant, NLIN 2D SYM should be preferred.

7.2. Real Data

We consider the two sets of respectively 4 and 5 images
and 40 and 45 line correspondences from which samples are
shown in Figure 1. We reconstruct the cameras and the lines
in metric space and apply our algorithms to align the two
reconstructions, using 21 line correspondences. Note that
these correspondences are closely located in space, thereby
making the alignment task unstable.

Figures 1 and 4 (a) show the initial reconstructions, i.e.
before alignment. Figure 4 (b) shows the result obtained
using the algorithm of §5.5.2, based on an algebraic error
function. Figures 4 (c) and 5 show the result obtained using
the algorithm of §5.5.1, based on a physically meaningful
error function.

The results given by the latter algorithm are clearly much
better. The reprojection errors (in the second set of images)
are respectively 15.3 and 3.7 pixels.

8. Conclusions
We tackled the problem of motion computation from 3D

line correspondences. We analysed the minimal cases and
gave linear methods for various spaces. Error functions
expressed in 3D or image-based are considered. Several



(a) (b) (c)

Figure 4. The reconstructions without alignment (a) and aligned with the algorithms of §§5.5.2 (b) and 5.5.1 (c).

Figure 5. The two reconstructions aligned by comput-
ing an affinity and correcting it so that it represents a
rigid displacement, see §5.5.1.

non-linear estimators are proposed, including the maximum
likelihood estimator for motion and reconstructed lines.

We evaluated our algorithms on simulated and real data,
including comparison with existing ones and to point-based
methods.
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