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Abstract

Purpose. We present a novel method for augmented reality in endoscopic
endonasal surgery. Our method does not require the use of external tracking
devices and can show hidden anatomical structures relevant to the surgical
intervention.
Methods. Our method registers a preoperative 3D model of the nasal cavity to
an intraoperative 3D model by estimating a scaled-rigid transformation. Regis-
tration is based on a two-stage ICP approach on the reconstructed nasal cavity.
The hidden structures are then transferred from the preoperative 3D model to
the intraoperative one using the estimated transformation, projected and overlaid
into the endoscopic images to obtain the augmented reality.
Results. We performed qualitative and quantitative validation of our method
on 12 clinical cases. Qualitative results were obtained from an ENT surgeon from
visual inspection of the hidden structures in the augmented images. Quantita-
tive results were obtained by measuring a target registration error using a novel
transillumination-based approach. The results show that the hidden structures
of interest are augmented at the expected locations in most cases.
Conclusion. Our method was able to augment the endoscopic images in a suf-
ficiently precise manner when the intraoperative nasal cavity did not deform
considerably with respect to its preoperative state. This is a promising step
towards trackerless augmented reality in endonasal surgery.
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1 Introduction

Endoscopic Endonasal Surgery (EES) is the standard surgical approach for the
sinonasal tract. Owing to the narrowness and the complexity of the operating area,
there is a high risk of damaging structures including the orbits, the optic nerves, the
carotid arteries, and the brain. Computer-assisted surgery mitigates such risks by aid-
ing navigation in real-time. Existing approaches are Augmented Virtuality (AV) and
Augmented Reality (AR), which both rely on a preoperative CT. The AV approach
works by visualising, within the preoperative CT on a secondary display, the tip of
a surgical instrument as it explores the nasal cavity. In contrast, the AR approach
transfers segmented anatomical structures from the preoperative CT to overlay the
endoscopic video display. Existing AV methods [1, 2] and AR methods [3–5] in EES
share two technical similarities. First, they require a 3D tracker, whether optical or
electromagnetic. In AV, the tracker tracks the surgical instrument; in AR, the tracker
tracks the endoscope. Second, they both require the tracker base to be registered to
the preoperative CT. However, existing AV and AR methods differ in their state of
development: while AV systems are commercially available, including Collin Medical’s
ENT Surgical Navigation System [6], Medtronic’s Fusion ENT Navigation System [7],
and Brainlab’s Kick EM [8], AR in EES only exists as publicly unavailable research
systems. The AV and AR approaches have different drawbacks, owing to the funda-
mentally different concepts subtending them. The AV approach’s main drawback is
information splitting on two displays, namely the endoscopic video feed and the pre-
operative CT, that the surgeon cannot look at simultaneously. This drawback cannot
be alleviated as it is part of the AV concept. The AR approach’s main drawback is the
requirement to prepare the preoperative CT by segmenting the anatomical structures
of interest prior to surgery. This drawback is alleviated by modern machine learning
CT segmentation techniques. Lastly, the existing AV and AR methods depend on a
3D tracker which may be expensive and inaccurate [9, 10]. Registering the tracker
base to the CT is a complex operation which may also incur inaccuracy.

We propose a novel AR method for EES, which uses the image contents to solve
for the preoperative CT to endoscope registration. Hence, it does not use a 3D tracker,
eliminating this special equipment from the setup. It is thus compatible with the
standard operating theatre endoscopes and endoscopic displays. Although our method
shares similarities with existing AR approaches applied to other parts of the anatomy
[11, 12], it represents the first trackerless method applied to EES. We performed a
postoperative trial of our method on 7 patient cases, including 7 left and 5 right nasal
cavities. We present expert evaluation on the 12 cavities, visual results for 3 cavities
and quantitative results for 1 cavity, using a novel validation protocol.

2 Methodology

The proposed AR method works in four steps, illustrated in figure 1. Step 1 is per-
formed preoperatively. It consists in reconstructing preoperative 3D models of the
visible and hidden anatomical structures from the CT data. The visible structure
corresponds to the nasal mucosa and will be used to solve registration. The hidden
structures of interest depend on the planned procedure. For example, displaying the
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Fig. 1: Pipeline of the four-step proposed AR method in EES. In the first step,
the preoperative 3D models of the visible and hidden structures are reconstructed
from CT data. In the second step, the intraoperative 3D model of the nasal cavity is
reconstructed using SfM. In the third step, the preoperative 3D models are registered
to the intraoperative 3D model using ICP. In the fourth step, the registered 3D models
of the hidden structures are overlaid on the endoscopic images to achieve AR.

nasolacrimal path is relevant in dacryocystorhinostomy procedures [13], the sphenoid
sinus ostium is relevant in sphenoidotomy procedures [14], the sphenopalatine fora-
men is relevant in sphenopalatine artery ligation procedures [15], and the maxillary
sinus ostium is relevant in maxillary antrostomy procedures [16]. Technically, we use
3D Slicer [17], which reconstructs 3D models expressed in CT coordinates. The naso-
lacrimal path, the maxillary sinus, the sphenoid sinus ostium, and the sphenopalatine
foramen were segmented by using the Draw and Fill between slices tools in all orthog-
onal planes. The visible model, corresponding to the nasal mucosa, was segmented
first by using the Draw tool to delimit the boundaries of a 3D block that includes the
nasal wall, the middle and inferior turbinates, the roof of the nasal cavity, the sphe-
noid sinus, the choanal arc and the higher part of the nasopharynx. Then, a second
temporary segmentation that selects the air inside the nasal cavity was obtained by
using the Threshold tool. By subtracting the latter from the original 3D block, the
final 3D model of the nasal cavity was obtained. Step 2 is performed intraoperatively,
at the beginning of surgery. It consists in reconstructing an intraoperative 3D model
of the nasal cavity from the endoscopic images using Structure-from-Motion (SfM),
which will be used to solve registration. For that, we film a checkerboard pattern to
be used for camera calibration and then the nasal cavity up to the choanal arc. Tech-
nically, we use Metashape [18]. This both calibrates the camera and reconstructs the
nasal cavity and the endoscope’s pose, all expressed in endoscope coordinates. Step
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3 registers the CT coordinates to the endoscope coordinates, in two stages. First, we
perform an initial rough registration with Absolute Orientation (ABSOR) by selecting
a few point correspondences between the preoperative and intraoperative 3D models.
These points belong to easily identifiable distinctive structures, including the inferior
turbinate, the middle turbinate, and the choanal arc. Second, we refine the registra-
tion with the Iterative Closest Point algorithm (ICP). Technically, we use Meshlab
[19] for both stages, which provides a rigid body motion aligning the CT to the endo-
scope coordinates. After the scaled-rigid registration, we obtain values for rotation,
translation, and scale factor. The scale factor represents the ratio between the actual
intraoperative 3D model scale and metric units. Step 4 uses the rigid body motion
to transfer the hidden structures reconstructed in the CT in step 1 to endoscope
coordinates and projects them to the endoscopic images to realise the AR overlay.
Technically, we use a custom Python script that loads the preoperative and intraop-
erative data and blends the registered 3D models of the hidden structures with the
endoscopic images using Open3D [20]. The proposed method realises augmented real-
ity on the images used to reconstruct the intraoperative 3D model, allowing one to
obtain functional augmented reality on the image sequence.

3 Experimental Results

We conducted a prospective non-interventional monocentric study at the Centre Hos-
pitalier Universitaire of Clermont-Ferrand, France. We collected data from 7 patients,
for which the nasal mucosa, the nasolacrimal path, the sphenoid sinus ostium, the
sphenopalatine foramen, and the maxillary sinus ostium were reconstructed from the
preoperative CT scans. A total of 14 cavities were recorded; 7 left and 5 right cavi-
ties were reconstructed. A reconstruction is considered successful if it includes at least
two of the distinctive structures defined in section 2. Finally, registrations were made
using all the intraoperative reconstructions, and AR was rendered. It is worth noting
that, although most of the intraoperative models had the same shape as the preoper-
ative models, some of the reconstructions present slight deformations, due to dilating
agents being used on those patients.

3.1 Qualitative Evaluation

An ENT surgeon graded the 12 AR cases as 7 very likely, 2 likely, and 3 failure,
according to the locations of the hidden structures in the augmented video. We show
screenshots for all the 12 cases in figure 2. The cases evaluated as very likely show the
hidden structures at the expected locations by the surgeon. For example, the naso-
lacrimal path and the maxillary sinus ostium are located inside the nasal wall, close to
the beginning of the middle turbinate, and the sphenopalatine foramen and the sphe-
noid sinus ostium are close to the posterior end of the middle turbinate. The likely
cases were mainly due to deformations of the nasal cavity between the preoperative
and intraoperative states, making the surgeon doubt about the locations of the inner
structures. For example, in Case #2, the structures appear a bit closer than expected
to the surgeon. In Case #7, the middle turbinate is surrounded by polyps, making it
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Case #1, Patient #1 Case #2, Patient #1 Case #3, Patient #2

Case #4, Patient #3 Case #5, Patient #3 Case #6, Patient #4

Case #7, Patient #4 Case #8, Patient #5 Case #9, Patient #5

Case #10, Patient #6 Case #11, Patient #6 Case #12, Patient #7

Fig. 2: Screenshots of AR in EES for the 12 evaluated cases. The nasolacrimal path
is shown in gray. The maxillary sinus ostium is shown in purple. The sphenopalatine
foramen is shown in yellow. The sphenoid sinus ostium is shown in green. The cases
evaluated by the ENT surgeon as very likely are surrounded in green. The cases evalu-
ated as likely are surrounded in orange. The cases evaluated as failure are surrounded
in red.

difficult to asses the location of the structures. The failure cases were also due to defor-
mations of the nasal cavity between the preoperative and intraoperative states, making
the structures to appear out of place. For example, in Case #1, the nasolacrimal path
appears outside the nasal cavity. In Case #6, the sphenopalatine foramen and the
sphenoid sinus ostium do not seem to be behind the middle turbinate. In Case #10,
the structures appear very close to the camera, showing the nasolacrimal path outside
of the nasal cavity. These deformations were mainly caused by the dilating agents used
to increase the space inside the cavity. We have included a video showcasing examples
of AR in EES on 3 image sequences.

3.2 Quantitative Evaluation

We performed quantitative assessment on Case #12, which was also evaluated as very
likely by the medical ENT expert. We used transillumination of the nasolacrimal path
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(a) (b)

Fig. 3: Quantitative assessment of AR in EES. (a) Transillumination of the naso-
lacrimal path and overlay of the registered 3D model. (b) Representation of the
distance di between a point pi in the illuminated region of the intraoperative 3D model
and the closest point pn in the nasolacrimal path.

as a reference to measure the target registration error (TRE) as shown in figure 3,
due to a lack of distinguishable landmarks in both the preoperative and intraoperative
images that could be precisely located and used to measure TRE. Transillumination is
used in dacryocystorhinostomy procedures to check for stenosis of the lacrimal duct,
which also indicates its location in the nasal cavity. This is done at the beginning of
the surgery by inserting a light through the eye lacrymal duct until the light becomes
visible inside the nasal cavity. The illuminated area was not used for registration,
allowing us to estimate a TRE. Because the nasolacrimal path is located at a distance
dp from the nasal wall, we measured the registration error as TRE = |di−dp|, where di
is the distance between the intraoperative nasal wall and the preoperative nasolacrimal
path, and dp is the distance between the preoperative nasal wall and the nasolacrimal
path. We cope with the scale difference between the preoperative and intraoperative
models by transforming the intraoperative model back to the preoperative reference
frame, giving a TRE in mm. We measure di = ∥pi − pn∥ by first hand-picking a point
pi in the illuminated region of the transformed intraoperative nasal wall and then
finding the closest point pn to pi in the preoperative nasolacrimal path. We measure
dp = ∥pp − pn∥ by finding the closest point pp to pi in the preoperative nasal wall.
TRE was measured postoperatively. We obtained di = 1.82 mm and dp = 1.92 mm,
giving a satisfying TRE of 0.1 mm.

4 Conclusion

We have shown promising results of AR in EES without using an expensive 3D tracker
as in previous work. Our preliminary tests were obtained postoperatively. We plan
to 1) extend the quantitative validation of our method on more clinical cases by
collecting data from dacryocystorhinostomy procedures and using the proposed novel
validation method based on transillumination, 2) test our method intraoperatively,
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which will improve intraoperative reconstruction by simply repeating image acquisition
and allow live AR, 3) conduct an initial clinical feasibility study involving multiple
ENT surgeons, and 4) take the possible deformations into account for registration.

5 Compliance with Ethical Standards
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